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P1124 [3264]-638
' B.E. (Computer)
ADVANCED DATABASES
(2003 Course) ‘
Time : 3 Hours] : » ) ) [Ma.'r.v Marks : 100
Instructions to the candidates: ' ’ " - DEC 2007

1)  Answers to the two sections should be written in separate baoks
2)  Neat diagrams must be drawn wherever necessary.

3)  Figures to the right indicate full marks.

4) Assume suitable data, if necessary. '

Q1) a) Define: throughput speedup with respect to parallel database system.
2]
< b) What is difference between intraoperation parallelism and interoperation
parallelism? Explain plpelmed paralielism in detail. (6}

¢) Describe and compare dlfferent pattitioning techniques with respect to
parallel database system. Lo [8]

OR

Q2) a) Discuss how each of the following operators can be parallized using
’ data partitioning; 8]
Scanning, Sorting, Join .
Compare.the use of sorting versus hasmg for partitioning.

b) Explain how skew is handled in parallel database system? 4]

.¢) Explain what different data partitioning techniques provide good through
" put and response time to execute point queries in parallel database system.
' [4]

03) a) Discuss the system structure and various system failure modes of

distributed transaction model. (8]
b) How might a distrjbuted database designed for a local area network
differ from one designed for a wide area network? - 4]
¢) Explain Name-translation algorithm. [4]

«d) What is difference between 2-phase commit and 3;phase commit w.r.t.
distributed database. . 4 [2]
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Explain: Concurrency control and deadlock handling w.r.t. distributed

database. . : 18]
Explain the notions of transparency and autonomy. Why are these notions
desirable from a human-factors stand point? [4]
Explain various issues related to network transparency. {6}

Which are different parsgfé for XML? Explain any one in brief. [4]

Write short note: XML schemas. ' [4]

Which are different tiers in a three tler architecture? Explain in detail the

technologies used for each tier. » (8]
OR -

Explain how 3-tier architectures address each of the followmg issues of
database backed web apphcatlons

Heterogeneity, thin cllents data mtegratlon scalability, software

development. B [10]
Why do we need to maintain state at the middle tler? What are cookies
and how does a browser handle cookies? 4]
What is XML DTD? S 12]
| SECTION - II
Explain multidimensional data model in detail. ' * 6]
Consider the cross-tabulatlon of the sales relatlon by year and state, as
given below: , . _ [6]
Wl . CA Total
1995 - 63 { - 81 144
1996 38| 107 | 145
<1997 75 35 | 110
Total -| 176 | 223 | 399

Sales is fact' table as: | pid| timeid] locid | sales

i) - Show result of roll-up on locid (ie. state).

i)y Write a collection of SQL queries to obtain the same result as in (i).

What is materialized view? How materialized views are maintained? ' [4]
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Explain in detail: ETL process.
Name any two commercially used ETL tools. * (8]

Compare: snowtlake and fact cohstellatidn séhema. [2]

Explain update-driven approach and query-drivén approach for integration
of multiple heterogeneous sources. Support your answer with suitable

example. . S [6]
How data mining is different from OLAP? . [2]
Describe an incremental algorithm for computing frequent item sets. [6]
Explain use of Artificial Neural Network in data mmmg 4]
Explam outllers clustermg , P [4]
OR '
What is role of data mining in knowledge Dlscovery process‘7 [2]
Write short note: Text Mmmg . : » [4]
Explain different unplementatlon techniques for data mining. . [8]
Differentiate: Supervised and unsupervised clustering, 121
Explain following w.r.t. Information Retrieval [8]

i)  Vector space model
i) Length Normalization
i) - Web search precision
iv)  Web search recall

Differentiate: popularity' rankirig and page ranking. ' - M
Explain: retrieval effectiveness and relgvance ranking. [4]
OR ’
Wthh are different techniques for document mdexmg? Explain any one
in'detail. : [6]
If you are asked to design a web-search engine, list out dlfferent design
issues. [4]
“Explain following terms: ‘ : B (1]

web crawlers, ontologies, Information extraction.
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(2003 Course)
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Instructions : ' :
1) Answers to the two sections should be written in separate books.
2) ' Neat diagrams must be drawn wherever necessary.
3)  Figures to the right indicate full marks.
4)  Assume suitable data. if necessary.
SECTION -1
Q1) a) Compare different partitioning techniques w.r.t. parallel database system.
. [6]
b) Describe the benefits and drawbacks of pipelined parallelism. [6]
). Suppose you wished to handle a workload consisting of a large number
of small transactions by using shared nothing parallelism. [6]

" i) Is intraquery parallelism required in such a situation? If not, why,
and what form of parallelism is appropriate?

i) What form of skew would be significant with such a workload?

OR
Q2) a) Explain different ways of performing “Parallel join”. ) [8]

. b) Describe a good way to parallelize each of the following. . 6]
i)  The difference operation :

- 1) Aggregation by the count operation .
iii) Aggregation by the avg operation.

c) Define: Attribute - value skew, partition skew. o [4]
03) a) Ex;ilain “data transparency” w.r.t. Distributed database. 4
b) Explain in detail the concurrency control in distributed databases. [10]
c) What is need for Directory access protocol? _ [2]
OR ‘
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Write short note.on “LDAP”. [6]

.

Explain how 2-phase commit protocol responds to following failures.[4]
i)  Failure of participating site

- &) _ Failure of the coordinator

Consider a relation that is fragmented horizontally by plant-number. [6]
employee (name, address, salary, plant-number)

Assume that each fragment has two replicas : one stored at the New York
site and one stored locally at the plant site. Describe a good processing
strategy for the following queries entered at the San Jose site.

i)  Find the average salary of all employees.

i)  Find the highest-paid employee at the Toronto-site.

Explain HTTP requests and responses w.r.t. HTTP protocol. [4]
What is XML DTD? Explain with example. . 41
What is 3 tier architecture? Explain its advantages. -~ [8]
OR ‘
Write short note on “SOAP”. [4]
Explain following terms w.r.t. XML. Elements, Entity references.  [4]
What is difference between a web server and an application server? Explain
functionalities of application server in detail. 8]
SECTION - II

Differentiate between OLTP systems & OLAP systems. [4]
Why data cleaning is required ? Explain various data cleaning techniques.

(6]

Suppose that a data warehouse consists of three dimensions-time, doctor,

and patient, and two measures - count and charge. Here charge is the fee

that a doctor charges a patient for a visit. [6]

i)  Draw a star scliema for the data warehouse. .

i) Starting with the base cuboid (day, doctor, patient), what specific
OLAP operations should be performed in order to list the total fee
collected by each doctor in 20007

) OR-
What is need for data preprocessiné? _ T ’ [31
State and explain different data reduction techniques. [6]
Differentiate : ROLAP and MOLAP ) [3]
Explain following OLAP operations. 4]

roll-up, dice
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Explain : Text mining. 4]
What is an outlier? Discuss various methods for outlier detection.  [6]
What is Association Rule mining? [8]
A database has four transactions. Let min-sup = 60% and min-conf = 80%
TID date items - bought '

T100 10/15/99 {K,A,D, B}

T200 10/15/99 {D,A,C,E, B}

T300 10/19/99 {C,A, B,E}

T400 10/12/99 {B,A,D}

1)  Find all frequent item sets using Apriori.

i)  List all strong association rules (with support s and confidence c)
matching the following metarule, where X is a variable representing
customers, and item, denotes variable representing items (e.g “A”,
“B”, etc) Vx e transaction, buys (X, item1) Abuys (X, item2)

= buys X, item3) [s, c]
OR

Explain : Machine Learning [4]

Explain following terms w.r.t. decision tree classifiers: [81

i) Informationgain i) Best splits iit) Tree pruning

iv) Decision rules

What is clustering? Explain K-means algorithm for clustering in brief.[6]

Explain following terms w.r.t. Information Retrieval synonyms, -
homonyms, ontologies. [6]
What is TF - IDF method of ranking? Explain in detail. [6]
The Google search engine provides a feature whereby web sites can
display advertisements supplied by Google. The advertisements supplied

are based on the contents of the page. Suggest how Google might choose
which advertisements to supply for a page, given the page contents. [4}

OR
Explain with respect to IR : [6]
i) Webcrawlers ii) Directories iii) Information extraction
Describe inverted index techniques for document indexing. [6]
What is popularity ranking and page ranking? [4]
%3838
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