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DESIGN AND ANALYSIS OF ALGORITHMS
) (2003 Course)

Time : 3 Hours] v . . [Max Marks : 100
Instructions to the candidates: r DE C 2007

1)
2)
)
9)

on 2

b)

Answer three questions from each section. i
Answers to the two sections should be written in separate answer books.
Figures to the rightindicate full marks.

Assume suitable data, if necessary.

SECTION - I
Consider the following code:
int sum(int af ],n) -
{
. count = count + 1;
if(n< = 0)
{,
count = count + 1;
return 0, .
} | | ‘
else
{
count = count + 1;
return sum(a,n-1)+a[n];
) .
}

Write the recursive formula for the above code and solve this recurrence
relation. [8]

Explain in brief Amortized aﬁalysis. Find the amortized cost with respect
to stack operations. [10]
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Solve the recurrence equation: T(n) = 2T (n/2) + n?. (6]
Give a recurrence equation for binary search and solve the same. - {6]

Prove using mathematical induction that every positive composite integer
can be expressed as a product of prime numbers. [6]

Write an algorithm to find the maximum and minimum of a given array
using divide and conquer method. Write the recurrence relation for the
same and solve it. - ’ . [10]
“E)Eplain how divide and conquer method can be used to sort the numbers
using quick sort method. . ) [6]
‘ OR _
Comment on the statement: “The greedy strategy can not be used to
solve the 0-1 Knapsack problem”. : [2]
Wirite an algorithm for findiftg minimal spanning tree using Prim’s algorithm.
What is the time complexity of this algorithm? [8]
What are the general characteristics of greedy algorithm? [6]
Define principle of optimality. [2}
Discuss 0/1 Knapsack problem with respect to dynamic programming
strategy. Give the pseudo code for the same. [10]
Name the elements of dynamic programming. (4]
OR

Define Multistage graph. What is a multi stage graph problem? [4]

Suppose you are given a connected graph G, with edge costs that you
may assume are all distinct. G has n vertices and m edges. A particular
edge e of G is specified. Give an algorithm with a running time of O
(m + n) to decide whether e is contained in a minimum spanning tree

of G, , : [10]
. What is the major difference between dynamic programming and greedy .
algorithm? : [2]
‘ © SECTION-II

Explain how backtracking strategy can be used to-solve n-Queen’s
problem. Give the pseudo code for the same. Discuss the time complexity
for this problem. ' [12]

Write a general iterative backtracking algorithm. [6]
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OR
State TRUE or FALSE [4]

1)  Bounding functions are used to help avoid the generation of sub-
trees that do not contain an answer node.

if) In branch and bound terminology, Breadth First Search is called
First In First Out.

1) The worst case complexity of Traveling sales person problem using
branch and bound’is O (n? 27).

iv) The worst case complexity of Traveling sales person problem using
branch and bound method is same as that using dynamic
programming.

Write an algorithm for finding all m-colorings of a graph where m is the .
total number of nodes in the graph, What is the time complexity of this

- algorithm? Comment on the time complexity. [10]

09 2

010) a)

b)

011) a)

b)

Descrlbe in brief the general strategy used in branch and bound method.

141
Discuss the various models used for parallel computation. - {41
Give a parallel algorithm used to calculate the sum of ‘n’ elements in a
complete binary tree. What is the time complexity of this algorithim? {8]
Comment on the statement: “A parallel algorithm is optimal if it is work
efficient with respect to the best possible sequential algorithm”. 4]

With respect to parallel sorting networks explam the term Comparator.

(2]
For a parallel sorting networks give: [8]

) A network model for sorting by selection.
ii) A network model for sorting by insertion.

Explain in brief how parallel algorithm can be used for finding shortest

paths of a given graph. [6]
- Comment on the statement: “Two problems L1 and L2 are polynomially
equivalent if and onlyif L1 @ L2and 1.2 a L1™. [4]
Prove that satisfiability is in P if and only if P =NP. [6]

Consider two problems A and B. If A <;* B and if B can be solved in
polynomial time, then prove A can also be solved in polynomial time.

6]
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Q12) a) When do you claim that a problem is NP hard? 12]
b) Give a relationship between P, NP, NP complete and NP hard. ‘6]

¢) Prove that directed Hamiltonian cycle a Traveling salespérson problem.

18]
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P132s [3064]-526
'B.E. (Computer) . =~ DEC 7006
DESIGN AND ANALYSIS OF ALGORITHMS

(New 2003 Course)
Time : 3 Hours] B [Max Marks : 100

Instructions to the candidates : .
i)  Answerthree questions from each section.
i)  Answers to the two sections should be written in separate answer books.
iii) Figures to the right indicate full marks.
iv) Assume suitable data, if necessary.

SECTION - 1

Q1) a) Prove by contradiction that “there are infinitely many prime numbers”.[8]
b)  Consider the definition of fibonacci sequence:
F=0; F=l; and
E =E_+E,, for n>=2
Prove by mathematical induction that:

F, = U5 (9" —(-9)™)

Where o=1++5)/2 (8]
OR - ’
_02) a) Consider the recurrence :
- T(n) = O(n)
' T(1)=0e(@) .
Show that above recurrence is asymptotically bound by &(n). [4]
b) . State whether the following functions are CORRECT or INCORRECT
and justify your answer. . [6]

) 3n+2=0m)
- i)  100n +6 = O(n)
i) 10n? + 4n + 2 = O(n?)
¢) Prove that: f(n) = a n” +.. ... .+ an + a then f(n) = O(n™) [6]

Q3) a) Write a control abstraction for divide and conquer strategy. Give the
' recurrence relation for the same and solve this recurrence relation.  [8]

b)  Write Prim’s algorithm for finding the minimum cost spanning tree. What

is the time complexity of this algorithm? (8]

PT.O.
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What are the characteristics of greedy method? [4]'
Consider the following instance of the Knapsack problem:

Number of objects n = 3, knapsack capacity m-= 20, profits
(P, P,, P)=(25, 24, 15) and weights (w,,w,, w,)=(18, 15, 10). Obtain
the possible feasible solutions for this 1nstance using greedy technique.
What is the optimal solution? ' 81
What is a spanning tree? What are the applications of spanning tree?[4]

What is the “Principle of optimality”? 2]
What is the major difference between greedy method and dynamlc
programming? 2]

Consider the directed graph and edge length matrix as shown in fig.Q5(c).
Find the optimal tour of this graph using dynamic programming approach ~
Show all the steps involved in computing the same. [10]

The edge length matrix

cvg 0 10 15 20

‘ 5 0 9 10
A .6 130 12

Cr——)

.8 9 0
Fig.Q5(c)
Define multistage graph. What is'a mulﬁ—étage graph problem? [4].
. . ‘ OR ' o
Write an algorithm for finding minimum cost binary search tree usinp~

.dynamic programming strategy. Show that the computing time of this--

algorithm is O@¥®). . . [12]
Name the elements of dynamic: programmmg" How does the dynamic
programming solves the problem? - B {6]
SECTION - II
What are the constraints that must be satisfied while solving any problem
using backtracking? Explain briefly. " T 4]
Write a recursive algorithm which shows a recursive formulation of the
backtracking technique. . 18]
What are the factors on which the efficiency of algorithm Q7(b) depend

on? ‘ . 4]
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Write an algorithm for finding all m-colorings of a graph where m is the
total number of nodes of the graph. What is the time complexity of this

algorithm? Comment on the time complexity. - [12]

- Explain in brief: Branch and Bound method. - i [4]
State and explain pointer doubling problem. T 4]
Write an algorithm for pointer doubling problem. What is the time -
complexity of this algorithm? - [8]

Comment on the statement “A parallel algorithm is optimal if it is work
efficient with respect to the best possible sequential algorithm” [4]

OR
Write an algozithvm to find the sum of n-elements of a complete binary .
tree. What is the time comiplexity of this algorithm? [6]
Explain in detail : Parallel evaluation of expressions. [10]
What do you mean by NP hard problem. ' [2]
State and explain Cooks theorem. [8]
Prove that Hamiltonian cycle is in NP. ‘ ' [8]
) OR

Comment on the statement : “Two problems L1 and L2 are pol&nomiﬁlly

equivalent if and only if L1 o L2 and L2-0. L1". ' [41
Consider the following search algorithm:
Jj =any value between 1 ton
If (a[j] = x) then
print “Success”;
else
_ print “Fails”.

Is this algorithm non-deterministic? Justify your answer. 6] .

Prove that “If any NP-complete problém belongs to class P, then-P=NP”.
‘ ' (8]
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