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Instructions to the candidates:
1) - Answer Question 1 or 2, 3 or 4, and 5 or 6 from Section I and Question 7 or 8,
9 or 10, and 11 or 12 from Section I1.
" 2) 'Answers to the two sections must be written in separate answer books.
3)  Neat diagrams must be drawn wherever necessary.
4)  Figures to the right indicate full marks.
5) - Assume suitable data, if necessary. ‘

SECTION -1

Q1) Explain the following with suitable examples.

a)
b)

- ¢)
d)

Round-robin task-scheduling may not work in a real-time application. [4]
In the presence of real-tlme deadlines, the use of cache may not be a

good idea. [4]
The effect of system response time on the performance perceived by the
user. ) ~ [4]
Using the number of instructions executed per second (MIPS) as a
performance measure may not always be a good idea. [4]
o OR .
Describe any specific real-time application. ' [8]
What is Performability? Explain with an example. [8]

Explain any one real time scheduling algorithm for uniprocéssor. [8]

A lower-priority task can make a higher-priority task wait, even if they

are not competing for access to the same crmcal section. How? How

can this problem be solved? [6]

Give an algorithm to schedule tasks that have precedence constraints.[4]
OR

Explain any one real time scheduling algorithm for mulnprocessors,[S]

. How are mode changes implemented, when the priority ceiling protocol

is used to handle the accesses to critical sections? [4]
If one processor fails, the tasks that were supposed to be run on it need
to be rescheduled on other processors. Give an algorithm to do the same.
Mention any assumptions made. - [6]

PTO.
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b) -

Using examples explain the different data typing features that could be
useful in a real time programming language. [8]
Scheduling transactions using EDF might riot work well in a real time
database with a heavy workload. Suggest some modifications that can

be used to solve the problem.. « ' [8]
OR _ -

What is the problem of concurrency control in databases? Explain any

one approach used to solve the problem. [8]

A database transaction T reads variables x & y and writes. into z. The
update timestamps for x & y and the read timestamps for z are given
below. Transaction T reads x between the timestamps 10 and 15 and it
reads y between the timestamps 7 and 14. Assign a timestamp to T such
that serialization consistency is maintained. Explain the procedure used
to assign the timestamp.

Update timestamps for x

T T

T reads x at
 this point

Update timestamps for y-

TITOTT i

T reads y at
this point

; Read\timgstamps forz

A B S

1 3 s 7 12 8]
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© SECTION - 1I

Explain any one contention based communication protocol suitable for
real-time systems. Does it provide deadline guarantees? Why/Why not?
(8]
Nodes A, B and C are connected to each other through a token ring
network. The following table specxﬁes the periods of (periodic) tasks
T1, T2 and T3 rurining on each of the nodes. Assuming the existence of
a feasible schedule, what target token rotation time would be selected i in
the Timed Token Protocol? Why?
Describe the process of choosing tlie target token rotation time.

OR

Period (scoonds)
- Nodes/Tasks ‘T1 T2 T3
A 5 10 15
B 3. 6 9
C 7 10 12 (8]

08) a)

b)

A point-to-point network has hard deadlines on the packet delivery times. )
Give a protocol that could be used in the network. Explain how it will
work with an example. -[8]

Three nodes connected to a bus, use the ‘Polled Bus Protocol’ to access

-it. Their node IDs and priorities are given in the table below. Higher

number indicates higher priority. Generate the poll numbers for the nodes
and specify the sequence in which they will get a chance to access the

- bus. Explain how the poll numbers'and sequence was obtained.

Node ID Priority
1 2
2 4
3 2 8]

@9 2

Most operating systems allow a thread/process to have its own software -
timer. How is this feature provided by the OS? Are timer errors possible
i.e. can there be a difference between the absolute time specified by an
application and the actual time at which the specified action takes place?
If so, why? ) , . (8]
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_ Q10) a)

b)

011) a)

b)

012). a)

Describe scheduling services that an operating system can provide to

simplify the implementation of the following scheduling algorithms.

1)  Fixed-Priority Scheduling. ;

ii) EDF Scheduling. - : [8]
“OR ’

Windows NT does not support priority inheritance, but priority inversion

can still be controlled to a certain extent. How? Give two methods to do

50. _ . » [8]

What are Deferred Procedure Calls? How can they cause priority

inversion? ’ [8]
What do the following terms mean? [10}
1)  Fault Latency. . 1) Error Latency.
iii) Forward Error Recovery iv) Backward Error Recovery
- v) Transient Faults vi) . Intermittent Faults
vii) Malicious Failures - viii) Fail-Safe System
ix) Fail-Stop System x)  Fault Containment Zone.
Desctibe two ways of detecting a malfunctioning processor. [8]
e OR .
What is the need for clock synchronization? How is it achieved? F aulty
clocks can result in the loss of synchrony. How? [10]

b)

Explain with an example how maliciously faulty clocks-can create
non-overlapping cliques in a completely connected zero-propagation
time system. ' : [8]
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