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SE. (IT) (Sem. II) EXAMINATION, 2007
DATA STRUCTURES AND FILES
(2003 COURSE) ! - DEC 2007

Three Hours Maximum Marks : 100

(i) Answer three questions from each Section.

(ii) Answers to the two sections should be written in separate
answer-books. ’

(#ii) Neat-diagrams must be drawn wherever necessary.
(iv) TFigures to the right indicate full marks.
@) Assume suitable data, if necessary.

SECTION 1
Write algorithms for Selection sort and Insertion sort and calculate
their time complexities.. .[10]

Compare Fibonacci search and binary search in terms of their
algorithms and complexities. (8l

L]

Or
Write pseudo-C Code to multiply two sparse matrices. What
is the complexity of your code ? [14]

Exzplain the Big-Oh and Omega notations for time complexity
with examples. {4]

Write a non-recursive algorithm to find the height of a binary
tree. - [6]

Write an algorithm to accept an arithmetic expression and
store it in a binary tree. Simulate your algorithm for the
expression (@ + b) * ¢/d * e. [10]
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Explain’ how any general tree can be converted to a Binary

tree. } [4]
Write Psuedo code threading a BST inorder and then traverse
the tree inorder using the threads. . {12]

Specify a suitable data structure to store polynomials in
4 variables %, y, z and u. With the ‘help of a diagram show

the representation of the following polynomial in the GLL :
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23x2y528u2' - xsy.“zzu4 + '34x2y5ziou6. , [8]
Compare the time complexities of Prim’s and Kruskal’s
algorithms. Consider a dense graph and a sparse graph,
which of the above algorithms are better suited to each type

of graph ? . ' (81
_ Or

Find the minimum spanning tree for the following graph using

Prim’s Algorithm. : [8]
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Wnte a program in C to find the number of connected components
in a’ graph. : _ [8}

SECTION II

Write a program in C to sort -a list of ‘#’ numbers using
heap sort and derive its Time Complexity. : [9]

Make a heap of the folliowing data and usmg heap sort mechanism,
sort this list :

20, 1, 0, -98, 34, 67, 2, 89, 10. 9

Or

Write an program in ‘C’ to implement the Optimal Binary Search
Tree algorithm. . 9]

Simulate the program with the following data :
Nodes = {case, for,i mam, while}

P = {4, 5, 3, 6}

Q=115 18 3.

P and Q al_'é sets of probabilities for success and failure nodes
respectively. - - [9]

State the Knapsack problem and explain how Greedy and Dynamic
Programming method attempt to solve it. Which method gives

the solution for the 0/1 Knapsack problem ? 8l
Write a C-pseudo code for “Towers of Hanoi’ problem Explain
which strategy it is and why. [8]
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10.  Write notes on :
(1) Maze P;‘dblem
2) J'ob’Scheduling

(3) . Graph Coloring. : Co [16]

11. (a) Write an algoﬁthm for Linear chaining without replacement
_ strategy. Show all the functions associated with it. [12].

(b) Write a note on Hash and Rehash Functions. [4]

- Or

12. (a) Write Pseﬁdo ‘C’ code for all the primitive operations of Simple
“Index File.’ ' (12]

(b) * Explain how records are logically deletéd from_va file. [4]

[3262]-196 . 4




